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Introduction

•We present a new BSSRDF Model in order to compute accurate subsurface scattering (SS) ac-
counting for the direction of the incoming light.

•We explain an optimized GPU technique that enables rendering using the given model at interactive
frame rates.

Theory

BSSRDF function

Subsurface scattering (SS) is a physical phenomenon that naturally occurs in a wide range of natural
materials. Some of the materials that exhibit a strong SS effect in everyday life are milk, human skin
and marble. Subsurface scattering is that phenomenon that occurs when light is partially absorbed by
an object, bounces inside (”scatters”) and finally exits the surface on another point of the material.

Figure 1: Diagram of subsurface scattering. Most of the incoming light gets reflected, but some of it enters the

material and leaves it at a different point.

In order to faithfully represent SS in computer graphics, we use a BSSRDF (Bidirectional surface
scattering reflectance distribution function)[1], a function that describes how the light scatters
within the medium. More precisely, a BSSRDF is a function S between two points xi and xo on the
surface that describes the ratio between an element of emergence radiance dL(xo, ω⃗o) and an element
of incident flux dΦ(xi, ω⃗i):

S(xi, ω⃗i,xo, ω⃗o) =
dL(xo, ω⃗o)

dΦ(xi, ω⃗i)

We can then use the BSSRDF in the general formulation of the rendering equation[2], obtaining:

Lo(xo, ω⃗o) = Le(xo, ω⃗o) + Lr(xo, ω⃗o)

= Le(xo, ω⃗o) +

∫
A

∫
2π

S(xi, ω⃗i,xo, ω⃗o)Li(xi, ω⃗i)(ω⃗i · n⃗i)dω⃗idA
(1)

In order to obtain a good approximation for the BSSRDF functions, usually the BSSRDF term is split
into two or more additional terms, accounting for single and multiple scattering. In case of multiple
scattering, i.e. when light bounces multiple times inside the material, the radiance becomes largely
isotropic, and the whole process can be treated as a diffusion process[3].

Directional subsurface scattering

In Jensen et al.[2], based on approximations of the diffusion equation, the BSSRDF S is modeled as
two points lights positioned close to xi, and depended on the distance between the points and the
scattering parameters. In the model we are considering for our thesis[4], proposed by Firsvad et al.,
we use a dipole of ray sources in order to better approximate the diffusion equation. The derived
BSSRDF describes effectively the diffusion on an infinite medium, so some corrections are necessary
in order to account for boundary conditions.

Figure 2: Standard dipole (on the left) versus directional dipole (on the right).

Approximation

The general idea of our approach is to integrate 1 numerically. In order to do this, we need to make
some assumptions. Given an emergence point xo

•We limit to directional lights (but we can extend this method later to other kind of lights).

•Only the points within a certain projected radius contribute to the emitted radiance.

• Each of the considered points covers the same area element.

Given these assumptions, the radiance of the incoming light Libecomes a constant. Discretizing the
integral and considering not emitting bodies, we obtain:

Lo(xo, ω⃗o) = Li

k∑
i=0

S(xi, ω⃗i,xo, ω⃗o)(ω⃗i · n⃗i)Ak (2)

Where k is the number of samples, and Ak is the area element. Ak is equal of the average area of a

sample divided by the projection term: Acircle
kω⃗i·n⃗i

. Inserting into 2 we obtain the final approximation:

Lo(xo, ω⃗o) = Li
Acircle

k

k∑
i=0

S(xi, ω⃗i,xo, ω⃗o) (3)

Implementation
In order to implement the approximation in 3, we employ a four pass technique that requires only the
pure object model, without the necessity of a uv mapping. Since the computation of the BSSRDF
is expensive, we split it into subsequent frames, continuously improving the result until convergence.
The technique is inspired from translucent shadow maps, with some changes in order to adapt to the
particular BSSRDF model we are using.
Pass 1
As in shadow mapping, we render the scene from the light point of view in a texture, storing the
interpolated position and normal.
Pass 2
The model is then rendered from many directions into a layered texture. Each layer corresponds to a
direction. For each pixel rendered in the layers, a disc pattern is used to sample the texture generated
at the previous step. The BSSRDF contribution is then calculated, summed over and stored as a
color in the texture. The disc is randomly rotated per point, introducing high frequency noise but
eliminating possible artifacts.

(1) (2)

(3) (4)

Figure 3: The various steps of the method.

Pass 3
We generate mipmaps from the render in the previous step, applying a custom edge-preserving bilat-
eral filter.
Pass 4
We render the final model using the information stored in the various layers. We sample the textures
in a similar way as in shadow mapping, using a custom light world matrix that is unique per layer.
In the initial frames, in order to eliminate high frequency noise, we set a high minimum mipmap level
is used in order to blur the result. And make it less noticeable to the user.
The final constants are then multiplied and averaged on the numbered of passed frames.

Results

As we can see from the following figure, the method at convergence gives a smooth an pleasant result,
in accordance with [4]. During the evolution to convergence, we can see that the result is quite noisy,
but the filtered mipmaps remove most of the high frequency noise. We can see that some of the details
in the final image are missing, but the result is good enough to trick the observer’s eye. Regarding

the performance, preliminary results give a rendering time of 50 milliseconds per frame on a high-end
modern GPU.

Figure 4: Stanford Dragon after convergence (100 frames). Scattering parameters for marble.

Accumulated 5 frames, without mipmaps Accumulated 5 frames, with mipmaps Convergence (100 frames)

Figure 5: Improvement from the custom mipmaps: we can see that the filtering greatly improves the quality

of the image.

Future work

Next steps that I would like to take in the domain of quality :

• Position the cameras accurately in order to cover the whole model (not trivial)

• Investigate time and sampling patterns that may help a faster convergence.

•Multiple lights and introduction of point and environment lights.
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