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For each logo, a number of points 
representing the shape is found. For each 
point, a log-polar shape context histogram 
is calculated. The correspondence 
problem between points in two images is 
solved by comparing all histogram pairs 
and matching points using the Hungarian 
algorithm. Logos with low matching costs 
are assumed to be the best matches.
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SIFT descriptors are found using the VLFeat
library [2]. Descriptors are found where the 
second order derivative is high, meaning a high 
variation in a local region, and the descriptors 
contain a signature of that region.

Descriptors in two images are compared by 
their distance to each other using a matching 
algorithm from the VLFeat library. Trademarks 
with many matching descriptors with the same 
orientation are assumed to be good matches.

Conclusion
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